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Surface waves superimposed upon a larger-scale flow are blocked and reflected at
the points where the group velocities balance the convection by the larger-scale
flow. In this study, we first extended the theory of Shyu & Phillips (1990) to the
situation when short deep-water gravity waves propagate obliquely upon a steady
unidirectional irrotational current and are reflected by it. In this case, the uniformly
valid solution and the WKBJ solution of the short waves were derived from the
Laplace equation and the kinematical and dynamical boundary conditions. These
solutions in terms of some parameters (the expressions for which have also been
deduced in this case) take the same forms as those derived by Shyu & Phillips, which
by referring to Smith’s (1975) theory can even be proved to be valid for gravity waves
in an intermediate-depth region and near a curved moving caustic induced by an
unsteady multidirectional irrotational current. In this general case, the expressions
for certain parameters in these solutions cannot be obtained so that their values
must be estimated in a numerical calculation. The algorithm for estimates of some
of these parameters that are responsible for the amplitude of the reflected wave not
being equal to that of the incident wave in the vicinity of the caustic and therefore
are crucial for the computer calculation of the ray solution to be continued after
reflection, was illustrated through numerical tests. This algorithm can avoid the error
magnification phenomenon that occurred in the previous estimates of the reflected
wave in the vicinity of the caustic using the action conservation principle directly.
The forms of the solutions have also been utilized to clarify the wave profiles near
caustics in a general situation, which indicate that in storm conditions freak waves
characterized by a steeper forward face preceded by a deep trough will probably
occur in the caustic regions.

1. Introduction
The modulation and reflection of short surface waves by a variable current or

a long wave are of importance for predication of the wave fields in regions with
strong non-uniform currents (see, for example, Peregrine 1976; Smith 1976; Mei
1983; Holthuijsen & Tolman 1991), and for interpretation of remote sensing records
(see Phillips 1988 for a review). Modern theories on the dynamics of short waves
on larger-scale currents were begun by Longuet-Higgins & Stewart (1960, 1961),
Whitham (1965), and Bretherton & Garrett (1968) (see Peregrine 1976 for a review
of these theories and many other developments on this subject), in which the idea of
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radiation stress was introduced and the action conservation equation established so
that the evolution of the short waves can be determined rigorously until a caustic is
met, at which these theories characteristic of a ray description all predict a singularity
in the wave height and therefore are not applicable here.

The short waves blocked at the caustic will be reflected at a different wavelength,
which leads to a more drastic change of wave slopes. Therefore it is important to
determine the amplitude of the reflected wave in terms of that of the incident wave
in the vicinity of the caustic which permits the ray solution to be continued after
reflection. To achieve this goal and other scientific purposes, Smith (1975) derived
a uniform asymptotic solution of short surface gravity waves near a curved moving
caustic induced by an unsteady multidirectional irrotational current. This solution
can be expressed as

u =
{
AAi (ρ) + iC Ai′ (ρ)

}
exp (is) (1.1)

with

ρ = −[ 3
4
(χ1 − χ2)

]2/3
, s = 1

2
(χ1 + χ2),

A = π1/2(−ρ)1/4(a1 + a2), C = π1/2(−ρ)−1/4(a1 − a2),

 (1.2)

where u denotes any instantaneous property of the waves, Ai (ρ) and Ai′ (ρ) represent
respectively the Airy function and its derivative, and a1, a2, χ1 and χ2 correspond to
the local amplitudes and phases of the incident and reflected waves which even near
the caustic have been proved by Smith (1975) to fulfil the action conservation equation
and the local dispersion relation. The above unified formulae were summarized by
Peregrine & Smith (1979).

In (1.2), the requirement that C remains finite and analytic at caustics implies that
a1 and a2 have equal singularities there. This, together with the action conservation
equation ‘enables us to conclude that the flux of wave action normal to the caustic
carried by the incident and by the reflected waves are equal and opposite’ (Smith
1975). Thus, near the caustic, the amplitude of the reflected wave relative to that of
the incident wave can be determined in theory. However, in the immediate vicinity of
the caustic, the amplitude a1 of the incident wave itself cannot be solved accurately
from the action conservation equation by using any numerical method (ray-tracing
or gridded method), because of the singularity of a1 (and χ1) at the caustic. At a
certain distance from the caustic, the numerical solution of a1 becomes reliable and
the difference between a1 and a2, though small, is not negligible. Therefore an effort
can be made to estimate a2, and from the action conservation principle, we have in
these regions,

(Ux + Cgx2)
a2

2

σ2

= −(Ux + Cgx1)
a2

1

σ1

+ · · · , (1.3)

where σ1 and σ2 are the intrinsic frequencies of the incident and reflected waves, Ux

and Cgx the x-components of the local current and group velocities, and the x-axis
(which might be curvilinear) is perpendicular to the caustic. In (1.3) the extra terms
denoted by dots (the contents of which will become clear in § 7) are small compared
with each of the two terms shown explicitly, but otherwise are not negligible in a
general situation in which the divergence of the action flux in the y-direction or the
local rate of change of wave action is significant. From (1.3) it follows that

a2

a1

=

[
− (Ux + Cgx1)/σ1

(Ux + Cgx2)/σ2

]1/2

+ · · · = 1 + ε, (1.4)
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in which ε again represents a small quantity, because

(Ux + Cgx1)/σ1 ≈ −(Ux + Cgx2)/σ2

in these regions. The relation (1.4) permits us, in theory, to determine the amplitude of
the reflected wave in terms of that of the incident wave in the vicinity of the caustic.
However, since for both incident and reflected waves, Ux +Cgx = 0 at the caustic, we
have

|Ux + Cgx1| � |Uy + Cgy1|, |Ux + Cgx2| � |Uy + Cgy2|, (1.5)

not too far from the caustic provided that the components of action fluxes in the
y-direction are significant, which often occurs in the situation when the waves and cur-
rents are not collinear. Consequently, slight misalignment of the coordinate lines can
cause large changes in Ux+Cgx1 and Ux+Cgx2 in opposite directions, that will produce
an even larger percent change in ε in (1.4), because ε� 1. Therefore a very serious
error magnification phenomenon will occur in the estimates of the difference between
a1 and a2 in these regions in a general situation if the action conservation principle is
utilized directly. This phenomenon will certainly become less severe far away from the
caustic, but in these regions the values of a2/a1 in general cannot be determined with-
out knowledge of a2 itself, because here the first term in the asymptotic expansion of
the parameter ε in (1.4), which can be estimated without knowing a2, will become in-
valid. Therefore it is of practical importance to develop another theory for estimates of
a2/a1 in the vicinity of the caustic that can avoid the error magnification phenomenon.

The blockage and reflection of short waves by currents or long waves can also
occur for capillary waves with opposite characteristics as suggested by Phillips (1981).
The uniformly valid solutions of this capillary blockage phenomenon were given by
Shyu & Phillips (1990) and by Trulsen & Mei (1993) who even derived a uniform
solution near a triple turning point at which the two kinds of reflection points
coalesce to one. In these two theories, the expressions for a1 and a2 take an explicit
form instead of being described by the action conservation equation or its equivalent,
but these analyses were restricted to the case when both the wave and current are
unidirectional and are in the same or opposite directions. (Shyu & Phillips’ 1990
theory also requires that the underlying current is steady in a moving frame of
reference.) Thus an extension of the theories to a more general situation is desired
for practical applications.

In this paper we shall extend Shyu & Phillips’ (1990) theory first to the case when
short deep-water gravity waves propagate obliquely upon a steady unidirectional
irrotational current. In this case, a second-order ordinary differential equation for the
surface displacement η of the short waves is again deduced from the Laplace equation
and the kinematical and dynamical boundary conditions, which can be written as

∂2η

∂x2
+ [−i(kx1 + kx2) + Q]

∂η

∂x
+ [−kx1kx2 + P ]η = 0. (1.6)

The similarity between the forms of this equation and equation (6.3) in Shyu &
Phillips (1990) is remarkable, although the wavenumbers k1 and k2 of the incident
and reflected waves in the latter are replaced respectively by their x-components kx1

and kx2 in (1.6) due to the fact that k1 and k2 in the present case also contain ky1 and
ky2 respectively, which are irrelevant to the rapid variation of η in the x-direction.

The terms in the coefficients of (1.6) and in many other equations derived be-
low can be divided into two classes. The Class 1 terms, such as −i(kx1 + kx2)
and −kx1kx2 in (1.6), involve the slowly varying parameters representing the local
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properties of the wave trains and current but not the rates of change of these
properties which will vanish if the current field (and therefore the wave trains) is
uniform. On the other hand, the Class 2 terms, such as those designated by P
and Q in (1.6), are characterized by a linear combination (the case that only one
term exists included) of the first derivatives of the above-mentioned parameters.
Therefore, when the underlying current field is slowly varying so that the local prop-
erties of the wave trains will similarly vary slowly, the Class 2 terms are always
smaller than the Class 1 terms in the same equation. This situation can be best
seen from Shyu & Phillips’ (1990) equation (6.3), in which P = −2i(n0/U

2)(∂U/∂x)
(where n0 is the observed frequency of both the incident and reflected waves) so
that P = O((n0/U

2)(∂U/∂x)) = O((k1/U)(∂U/∂x), (k2/U)(∂U/∂x))� k1k2 according
to the definition of a slowly varying current field (the relation n0 = O(Uk1, Uk2)
invoked here can be inferred from the relation n0 = σ + Uk = 2Cgk + Uk and from
the fact that the current speed has the same order of magnitude as the group ve-
locities in the vicinity of the caustic). Note that in the more traditional perturbation
scheme which is of wider application, the Class 2 terms would appear as the secular
terms in the second equation in the hierarchy arising from an asymptotic expansion.
Nevertheless, in this expansion the second-order solution will become unbounded
unless conditions are imposed on the secular terms in the second equation which lead
to the further equation for the first-order solution (see, for example, Whitham 1974
and Mei 1983). Therefore the Class 2 terms, though smaller, are not negligible even
for determination of the first-order solution only.

The expressions for P and Q in the present case are much more complicated than
those in Shyu & Phillips (1990), but still their regularities and those of −i(kx1 + kx2)
and −kx1kx2 at the caustic will be shown in § 4. Therefore equation (1.6) is regular
at the caustic and its uniform asymptotic solution and the corresponding WKBJ
solution are derived in § 5, which in terms of the parameters again take the same
forms as those in Shyu & Phillips (1990). All of these similarities lead us to hope
that even for waves in an intermediate-depth region and near a curved moving
caustic induced by an unsteady multidirectional irrotational current, the forms of
the equation and therefore the solutions may still be the same. This anticipation,
especially the regularities of the resulting equation and its uniform solution at the
caustic, will in § 6 be verified through considerations of the dispersion relation and
the action conservation equation, the validity of which in the vicinity of the caustic
has been demonstrated by Smith (1975) in exactly the same circumstances.

In this general situation, the expressions for the Class 2 terms in the solutions cannot
be obtained, though their Taylor series expansions about the caustic are proved to
exist in § 6. Since some of these Class 2 terms are responsible for a2 being not equal
to a1 in the vicinity of the caustic, the estimate of these Class 2 terms in this region in
a numerical computation is crucial for determination of a2 in terms of a1 in the same
region, which will permit the computer calculation of the ray solution to be continued
after reflection. The algorithm for estimates of these Class 2 terms is developed and
tested in § 7 through numerical simulations of a straight caustic (encountered by
oblique waves) and a curved caustic, but its validity in the case of a moving caustic
is also obvious. In this algorithm, by taking advantage of the explicit forms of the
expressions for a1 and a2 in the present WKBJ solution, the aforementioned error
magnification phenomenon can mostly be avoided. These estimates still represent an
asymptotic approximation so that their accuracy is examined through a comparison
between the analytical and numerical solutions in the case of a straight caustic in
which the expressions for the Class 2 terms exist.
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The present solutions for the case of a straight caustic can also be utilized to
advantage in determination of every detail of the wave profiles in the vicinity of the
caustic, after which it becomes clear that the chief features of these estimate profiles
can be attributed to the specific forms of the solutions and to the characteristics of
their parameters, which are all valid for the case of a curved moving caustic too. These
chief features, in storm conditions, though subject to modification by the nonlinear
effects, coincide with those of freak waves which according to Mallory (1974) have a
steeper forward face preceded by a deep trough, or ‘hole in the sea’ (White & Fornberg
1998). Therefore the situation where freak waves (which are different from extreme
waves investigated theoretically by Phillips, Gu & Donelan 1993a and observationally
by Phillips, Gu & Walsh 1993b) are produced in the caustic regions, suggested first
by Peregrine (1976) and Smith (1976), is illuminated in § 8.

2. The ordinary differential equation for a single wave component
In this section we shall derive an ordinary differential equation for short deep-water

gravity waves propagating obliquely on a steady unidirectional irrotational current
U(x)i where i denotes the unit vector in the direction of increase of x. For gravity–
capillary waves propagating in the direction parallel to this current, Shyu & Phillips
(1990) have derived a third-order ordinary differential equation (see their (2.19)) in
the surface displacement η of the short waves. This equation was then decomposed
into a second-order ordinary differential equation in which all the coefficients are
regular at the caustic so that a uniformly valid solution of the short waves subject to
reflection by currents can be obtained. This approach was successful because in this
case expansion of the dispersion relation

n = (g′k + γk3)1/2 +Uk (2.1)

takes the form

k3 − U2

γ
k2 +

g′ + 2nU

γ
k − n2

γ
= 0,

which is a third-order polynomial equation in k and its coefficients are the same
as the Class 1 coefficients of the above-mentioned third-order differential equation
(this equivalence will become even clearer if we define λ ≡ ik and rewrite the above
equation in terms of λ). In (2.1), g′ is the effective gravitational acceleration suggested
by Phillips (1981), n the observed frequency of the wave, and γ the ratio of surface
tension to water density.

When the waves propagate obliquely upon the current and the effects of surface
tension are neglected, the dispersion relation becomes

n =
[
g(k2

x + k2
y)

1/2
]1/2

+Ukx, (2.2)

if the x-axis is chosen to be exactly opposite to the current (so that in (2.2) U is always
negative). Notice that if the slope and curvature of the mean free surface becomes
significant, the x-axis (and the y-axis) along the mean free surface is also curved and
the gravitational acceleration g in (2.2) should be replaced by g′ according to Phillips
(1981), Longuet-Higgins (1985, 1987) and Henyey et al. (1988). An expansion of (2.2)
yields

U4k4
x − 4nU3k3

x + (6n2U2 − g2)k2
x − 4n3Ukx + (n4 − g2k2

y) = 0, (2.3)

which is a quartic equation. From it and from Shyu & Phillips (1990) analysis, it is
anticipated that a fourth-order ordinary differential equation is needed in order to
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eventually obtain a second-order equation by decomposition that can describe the
reflection phenomenon as well as be uniformly valid.

To obtain this fourth-order equation, certain results of the ray theory will be utilized.
It is invalid in the immediate vicinity of the caustic, but as long as we can prove
that the resulting second-order differential equation is regular at this point (meaning
that the singularities inherent in the ray solutions of the incident and reflected waves
are completely offset from this equation), this equation can be applicable virtually
everywhere, including the caustic.

Also we emphasize that both the uniformly valid solution and the ray solution
represent the first-order approximations of asymptotic expansions, and in these ex-
pansions each differentiation of the slowly varying parameters increases the order by
one (see e.g. Whitham 1974). Therefore, in the following discussion in which a single
differential equation, instead of a hierarchy of equations, is pursued, the derivatives
of these parameters, except their first derivatives which are among the Class 2 terms,
and the products of any two or more derivatives of these parameters can all be ne-
glected, and if using this ordering, there is no need to introduce explicitly an ordering
parameter in the analysis.

For a slowly varying wave train, the distribution of the wavenumber vector k is
irrotational (see e.g. Phillips 1977) so that

∂ky

∂x
− ∂kx

∂y
= 0. (2.4)

On the other hand, since the current velocity is independent of y, we have

∂kx

∂y
= 0 and

∂ky

∂y
= 0. (2.5)

From (2.4) and (2.5) it immediately follows that

ky = constant

everywhere. Next, from the kinematical conservation equation,

∂k

∂t
+ ∇n = 0,

where ∇ ≡ (∂/∂x, ∂/∂y) represent the horizontal gradient operator. Thus, if the
current field is steady, we also have

n = constant = n0,

say, everywhere. Therefore, the ray solutions of the surface displacement η and the
velocity potential φ of a single wave component can now be written as

η = a(x) exp

[
i

∫
kx(x) dx

]
exp i(kyy − n0t), (2.6)

and

φ = A(x) exp

[
i

∫
kx(x) dx+

∫ z

0

l(x, z) dz

]
exp i(kyy − n0t), (2.7)

where a(x), A(x) and kx(x) vary slowly in the x-direction and l(x, z) varies slowly in
both the x- and z-directions. For the sake of definiteness, we here take z = 0 to be
the mean water level. Notice that in (2.6) and (2.7) the roles played by ky and n0 are
quite similar.
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The relation between k and l can be deduced from the three-dimensional Laplace
equation (

∂2

∂x2
+

∂2

∂y2
+

∂2

∂z2

)
φ = 0. (2.8)

Substitution of (2.7) into (2.8) yields

−k2
x + i

dkx
dx

+ 2ikx
1

A

dA

dx
− k2

y + l2 +
∂l

∂z
= 0 at z = 0, (2.9)

in which the higher-order term (1/A)(d2A/dx2) has been neglected, and the terms
i(dkx/dx), 2ikx(1/A)(dA/dx) and ∂l/∂z have been classified among the Class 2 terms,
while −k2

x and l2 − k2
y represent the Class 1 terms. Considering the definition of a

slowly modulated wave train and anticipating the results below for l and ∂l/∂z, it
can easily be seen that the Class 2 terms in (2.9) are indeed smaller than its Class 1
terms.

In (2.9), since both l and ∂l/∂z exist, we cannot express l in terms of other
parameters and their derivatives without deriving another equation. To obtain such
an equation, we reconsider the simpler case when the waves are exactly opposite to
the current. In this case, (2.8) reduces to(

∂2

∂x2
+

∂2

∂z2

)
φ = 0 (2.10)

or (
∂

∂x
+ i

∂

∂z

)(
∂

∂x
− i

∂

∂z

)
φ = 0.

In addition, from the deep-water boundary condition and the fact that the phases of
oscillation of both incident and reflected waves increase in the positive x-direction
(because both k1 and k2 are positive), it is clear that the solution under consideration
should satisfy (

∂

∂x
− i

∂

∂z

)
φ = 0 (2.11)

only, otherwise the part of the solution which satisfies(
∂

∂x
+ i

∂

∂z

)
φ = 0

will grow exponentially as z → −∞ (for a rigorous analysis which even considers the
effects of a curved mean free surface, see Shyu & Phillips 1990). Substituting (2.7)
into (2.10) and (2.11) and setting ky = 0 and kx = k, we obtain at the free surface

−k2 + i
dk

dx
+ 2ik

1

A

dA

dx
+ l2 +

∂l

∂z
= 0 (2.12)

and

ik +
1

A

dA

dx
= il, (2.13)

respectively. Squaring both sides of (2.13), neglecting the higher-order term (1/A)2

(dA/dx)2, and then subtracting the result from (2.12), we obtain

∂l

∂z

∣∣∣
z= 0

= −i
dk

dx
. (2.14)

The above relation involves only the Class 2 terms so that when the waves propagate
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obliquely upon a unidirectional current, and if at each point a local coordinate system
(x′, y′) is under consideration in which the x′-axis is perpendicular to the local wave
crest, the small curvature of the wave crest induced in this case will impose a
modification of (2.14) smaller than the Class 2 terms, which is certainly negligible
within the present approximation. Therefore, in this case, we still have

∂l

∂z

∣∣∣
z= 0

= −i
∂k

∂x′
,

where k = (k2
x+k2

y)
1/2 represents the magnitude of k. In the present coordinate system

this can be written as

∂l

∂z

∣∣∣
z= 0

= −i
k2
x

k2

dkx
dx

, (2.15)

because ky = constant and kx is independent of y. Substitution in (2.9) yields

l2
∣∣
z= 0

= k2 − 2ikx
1

A

dA

dx
− i

(
1− k2

x

k2

)
dkx
dx

,

and its square root is

l
∣∣
z= 0

= k − i
kx

k

A′

A
− i

2

(
1− k2

x

k2

)
k′x
k

(2.16)

within the present approximation. (Here, and for the rest of the paper, we use a
prime to indicate differentiation with respect to x in certain circumstances.) Notice
that (2.16) can be reduced to (2.13) when ky = 0.

From (2.7) and (2.16) and neglecting the higher-order terms, one can obtain at
z = 0

∂φ

∂x
= i

kx

k

[
1− ic0

A′

A
+ ic1k

′
x

]
∂φ

∂z
, (2.17a)

∂2φ

∂x2
= i

kx

k

[
1− ic0

A′

A
+ ic2k

′
x

]
∂2φ

∂x∂z
, (2.17b)

∂3φ

∂x3
= i

kx

k

[
1− ic0

A′

A
+ ic3k

′
x

]
∂3φ

∂x2∂z
, (2.17c)

∂4φ

∂x4
= i

kx

k

[
1− ic0

A′

A
+ ic4k

′
x

]
∂4φ

∂x3∂z
, (2.17d)

where

c0 =
1

kx

(
1− k2

x

k2

)
, c1 =

1

2k2

(
1− k2

x

k2

)
, c2 = − 1

k2
x

(
1− 3

2

k2
x

k2
+

1

2

k4
x

k4

)
,

c3 = − 1

k2
x

(
2− 5

2

k2
x

k2
+

1

2

k4
x

k4

)
, c4 = − 1

k2
x

(
3− 7

2

k2
x

k2
+

1

2

k4
x

k4

)
.


(2.17e)

These will later be applied to combine the two surface boundary conditions into one
equation. Note that when ky = 0, (2.17a) also reduces to (2.11).

Since the x-axis is taken in the direction exactly opposite to the current and
the latter itself is steady and unidirectional, the expressions for the kinematic and
dynamical free-surface conditions in the present case take exactly the same form as
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those derived in Shyu & Phillips (1990), which when γ = 0 are

−in0η +Uη′ + ηU ′ =
∂φ

∂z
at z = 0, (2.18)

−in0φ+ gη +U
∂φ

∂x
= 0 at z = 0. (2.19)

These equations represent a linear wave approximation but otherwise are exact. If
again the derivatives of the slowly varying parameter U with order higher than the
first one are neglected, we have

(−in0 + 2U ′)η′ +Uη′′ =
∂2φ

∂x∂z
, (2.20a)

(−in0 + 3U ′)η′′ +Uη′′′ =
∂3φ

∂x2∂z
, (2.20b)

(−in0 + 4U ′)η′′′ +Uηiv =
∂4φ

∂x3∂z
, (2.20c)

from (2.18), and

(−in0 +U ′)
∂φ

∂x
+ gη′ +U

∂2φ

∂x2
= 0, (2.21a)

(−in0 + 2U ′)
∂2φ

∂x2
+ gη′′ +U

∂3φ

∂x3
= 0, (2.21b)

(−in0 + 3U ′)
∂3φ

∂x3
+ gη′′′ +U

∂4φ

∂x4
= 0, (2.21c)

from (2.19). These two sets of equations can be combined into equations in η only by
using (2.17) to eliminate φ. Although there are many (actually infinite) ways to achieve
this goal, as we pointed out before, it will be more useful to derive a fourth-order
ordinary differential equation with the Class 1 terms in the coefficients the same as
the coefficients in (2.3). Bearing this in mind and following a great deal of algebraic
manipulation, we finally obtain

U4ηiv + η′′′
[−4in0U

3
]

+ η′′
[−6n2

0U
2 + g2

]
+ η′

[
4in3

0U
]

+η

[
n4

0 − g2k2
y + iU ′

{
−6gkkxU + 2(gk)3/2 + 4

g3/2k2
x

k1/2

}]
= 0, (2.22)

in which the Class 1 coefficients are indeed the same as the coefficients of the quartic
equation (2.3). Note that the dispersion relation (2.2) and the relation A = −ia(g/k)1/2

can be derived by substitution of (2.6) and (2.7) into the two free-surface boundary
conditions (2.18) and (2.19) and by neglect of all the Class 2 terms. Differentiation
of these two relations results in relations between k′x and U ′ and between a′ and A′
respectively. The latter leads to cancellation of all the coefficients containing a′ and A′
in (2.22), while the former has been utilized to eliminate k′x in favour of U ′ in (2.22).

Since in deriving (2.22), only a single wave component is under consideration and
kx cannot be eliminated from (2.22) through any further treatment, it is apparent
that this equation can truly describe only one individual component (though from
the Class 1 terms it seems to have four independent solutions corresponding to the
kx1, kx2, kx3 and kx4 components in figure 1) and is singular at the caustic. Nevertheless,
this equation will later be decomposed into a first-order differential equation, which
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A

B

kx1 kx2

kxkx3

kx4
n0

n 0 
– U

k x

[g(k x
2 + k y

2 )1
/2 ]1

/2

Figure 1. Solutions of the dispersion relation (2.3) for given n0. The dashed line represents the
situation occurring at the caustic where the solution points A and B coalesce and therefore
kx1 = kx2.

either for the incident or for the reflected wave is again singular at the caustic, but a
combination of them can result in a uniformly valid second-order ordinary differential
equation.

3. The equation coupling the incident and reflected waves
The technique for decomposing a higher-order differential equation into a lower-

order one in a general asymptotic analysis was given by Turrittin (1952) (also see
Wasow 1985). For the special case of decomposing (2.22), refer to Shyu & Phillips
(1990). Since each time the procedure can decrease the order of equation only by one,
this procedure must be conducted three times. The result is

η′ − η[ikx1 + iR1] = 0, (3.1)

where

R1 =
1

kx1 − kx2

(P̂1 + ikx1Q̂1 + ik′x1), (3.2)

P̂1 =
1

(kx3 − kx1)(kx3 − kx2)

{ −b1

(kx2 − kx4)(kx4 − kx1)
[kx3kx4 − (kx1 + kx2)(kx3 + kx4)

+kx1kx2 + (k2
x1 + k2

x2)] + i
kx3 − kx2

kx4 − kx1

(kx3 + kx4 − 2kx1)kx2k
′
x1

+i
kx3 − kx1

kx4 − kx2

(kx3 + kx4 − 2kx2)kx1k
′
x2

}
, (3.3)



Reflection of oblique waves by currents 153

Q̂1 =
1

(kx3 − kx1)(kx3 − kx2)

{
ib1

(kx2 − kx4)(kx4 − kx1)
(kx3 + kx4 − kx2 − kx1)− kx3 − kx2

kx4 − kx1

×(kx3 + kx4 − 2kx1)k
′
x1 − kx3 − kx1

kx4 − kx2

(kx3 + kx4 − 2kx2)k
′
x2

}
, (3.4)

and

b1 = iU ′
[

6
gk1kx1

U3
− 2

(gk1)
3/2

U4
− 4

g3/2k2
x1

U4k
1/2
1

]
. (3.5)

Since the four eigenvalues of the matrix composed of the Class 1 terms in the
coefficients of (2.22) are identical with the four roots kx1, kx2, kx3 and kx4 of (2.3)
multiplied by i ≡ √−1, these four wavenumber components enter (3.1) symmetrically.

To obtain (3.1), the parameter kx in (2.22) has been fixed as the wavenumber
component kx1 of the incident wave such that (3.1), including its Class 1 and Class
2 terms, can truly describe the incident wave in the regions away from the caustic.
The corresponding equation for the reflected wave can directly be obtained from
interchange of kx1 and kx2 in (3.1)–(3.4) and from replacement of k1 and kx1 by k2

and kx2 respectively in (3.5), giving

η′ − η[ikx2 + iR2] = 0 (3.6)

with

R2 =
1

kx2 − kx1

(P̂2 + ikx2Q̂2 + ik′x2), (3.7)

where P̂2 and Q̂2 take the same forms as (3.3) and (3.4) except that b1 is replaced by

b2 = iU ′
[

6
gk2kx2

U3
− 2

(gk2)
3/2

U4
− 4

g3/2k2
x2

U4k
1/2
2

]
. (3.8)

Both (3.1) and (3.6) are singular at the caustic where kx1 = kx2 (see figure 1),
which is not unexpected as the reflection phenomenon cannot be described by a first-
order differential equation. Nevertheless, a combination of them into a second-order
equation can couple the incident wave with the reflected wave and in the meantime
cancel out the singularities from the equation. Note that during the decomposition
we have already obtained a second-order equation before (3.1) was reached, but this
equation cannot describe the incident and reflected waves simultaneously, therefore
is singular at the caustic.

Intuitively, we may combine (3.1) with (3.6) as{
∂

∂x
− i[kx2 + R2]

}{
∂

∂x
− i[kx1 + R1]

}
η = 0, (3.9)

but it can describe only the k1-component, because the coefficient kx1 in (3.9) is not
constant (the differentiation of the Class 2 term R1 with respect to x is however
negligible within the present approximation). An expansion of (3.9) yields

η′′ − [i(kx1 + kx2) + i(R1 + R2)
]
η′ − [kx1kx2 + (kx2R1 + kx1R2) + ik′x1

]
η = 0, (3.10)

which is obviously not symmetric with respect to kx1 and kx2. To solve this problem,
we add, from (3.1) and neglecting the products of two Class 2 terms,

k′x1 − k′x2

kx2 − kx1

η′ − ikx1

k′x1 − k′x2

kx2 − kx1

η = 0 (3.11)
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to (3.10), resulting in

η′′ + [−i(kx1 + kx2) + Q]η′ + [−kx1kx2 + P ]η = 0, (3.12)

where

P = −(kx2R1 + kx1R2)− i
kx2k

′
x1 − kx1k

′
x2

kx2 − kx1

,

Q = −i(R1 + R2) +
k′x1 − k′x2

kx2 − kx1

.

 (3.13)

Since (3.10) and (3.11) can both be fulfilled by the k1-component and on the
other hand (3.12) together with (3.13) is symmetric with respect to kx1 and kx2, it
is obvious that the two independent solutions of (3.12) will correspond to the k1-
and k2-components. Furthermore, in the following section we shall prove that all
singularities can be cancelled out from (3.12) so that as a multiple-scale asymptotic
approximation, this equation can be valid virtually everywhere including the caustic.
Note that in view of (3.2)–(3.5), (3.7), (3.8) and (3.13), the parameters P and Q in
(3.12) indeed represent the Class 2 coefficients.

4. Proof of regularity
The sufficient condition for (3.12) being regular at the caustic is that the coefficients

in (3.12) are all regular at this point. Since kx1 and kx2 are a pair of solutions of the
quartic equation (2.3) which become identical with each other at the simple turning
point (the following argument will not hold for the triple turning point suggested and
investigated by Trulsen & Mei 1993), they can be divided into two parts:

kx1 = M −N, kx2 = M +N, (4.1)

where N and −N are two branches of a double-valued function, say ψ1/2, which
equals zero at the caustic, and M and ψ are both regular at this point. From the
above,

N2 = ψ, NN ′ = 1
2
ψ′, (4.2)

so that N2, NN ′, N4, N3N ′, etc. are all regular at the caustic. Therefore we shall in the
following prove that when (4.1) are substituted in (3.12) and (3.13), only this kind of
term and the terms without N can survive cancellation.

First, from (4.1),

kx1 + kx2 = 2M, kx1kx2 = M2 −N2.

Therefore the Class 1 terms in (3.12) are obviously regular. Next, from (3.13), (3.2)
and (3.7), we have

P =
−1

kx1 − kx2

[
(kx2P̂1 − kx1P̂2) + ikx1kx2(Q̂1 − Q̂2)

]
,

Q =
−1

kx1 − kx2

[
i(P̂1 − P̂2)− (kx1Q̂1 − kx2Q̂2)

]
.

 (4.3)

Recall that the only difference between P̂1 and P̂2 or between Q̂1 and Q̂2 is that the
former involves b1 while the latter involves b2 in (3.3) or (3.4). Thus we have

P̂1 − P̂2 =
1

L

[−kx3kx4 + (kx1 + kx2)(kx3 + kx4)

−kx1kx2 − (k2
x1 + k2

x2)
]
(b1 − b2), (4.4a)
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Q̂1 − Q̂2 =
i

L
(kx3 + kx4 − kx2 − kx1)(b1 − b2), (4.4b)

kx2P̂1 − kx1P̂2 =
1

L

{[−kx3kx4 + (kx1 + kx2)(kx3 + kx4)− kx1kx2 − (k2
x1 + k2

x2)
]

×(kx2b1 − kx1b2) + i(kx1 − kx2)

×[(kx3 + kx4 − 2kx1)(kx3 − kx2)(kx4 − kx2)kx2k
′
x1

+(kx3 + kx4 − 2kx2)(kx3 − kx1)(kx4 − kx1)kx1k
′
x2

]}
, (4.4c)

and

kx1Q̂1 − kx2Q̂2 =
1

L

{
i(kx3 + kx4 − kx2 − kx1)(kx1b1 − kx2b2) + (kx1 − kx2)

×[(kx3 + kx4 − 2kx1)(kx3 − kx2)(kx4 − kx2)k
′
x1

+(kx3 + kx4 − 2kx2)(kx3 − kx1)(kx4 − kx1)k
′
x2

]}
, (4.4d)

where

L = (kx3 − kx1)(kx3 − kx2)(kx2 − kx4)(kx4 − kx1). (4.4e)

From (3.5) and (3.8) and by using (2.2), we also have

b1 − b2 = i(kx1 − kx2)
U ′

U2

{
12

U
n2

0 + 8UT − 18n0(kx1 + kx2)− 1

k2
1k

2
2

×
[
4k2

y

n3
0

U2
(kx1 + kx2) + 12n0k

2
yS

−12k2
y

n2
0

U
T − 4Uk2

y(k
4
x1 + k4

x2)− 4Uk2
ykx1kx2T

+12n0k
2
x1k

2
x2

(
kx1 + kx2 − n0

U

)
− 4Uk2

x1k
2
x2T

]}
, (4.5a)

kx2b1 − kx1b2 = i(kx1 − kx2)
U ′

U2

{
8Ukx1kx2(kx1 + kx2)− 18n0kx1kx2 + 2

n3
0

U2
− 1

k2
1k

2
2

×
[
4k2

y

n3
0

U2
kx1kx2 + 12n0k

2
ykx1kx2T − 12k2

y

n2
0

U
kx1kx2(kx1 + kx2)

−4Uk2
ykx1kx2S − 4

n3
0

U2
k2
x1k

2
x2 + 12n0k

3
x1k

3
x2 − 4Uk3

x1k
3
x2(kx1 + kx2)

]}
,

(4.5b)

and

kx1b1 − kx2b2 = i(kx1 − kx2)
U ′

U2

{
12
n2

0

U
(kx1 + kx2) + 8US − 18n0T − 2

n3
0

U2
− 1

k2
1k

2
2

×
[
4k2

y

n3
0

U2
T + 12n0k

2
y(k

4
x1 + k4

x2) + 12n0k
2
ykx1kx2T

−12k2
y

n2
0

U
S + 4

n3
0

U2
k2
x1k

2
x2 − 4Uk2

y(k
3
x1 + k3

x2)T

+12n0k
2
x1k

2
x2T − 12

n2
0

U
k2
x1k

2
x2(kx1 + kx2)− 4Uk2

x1k
2
x2S

]}
, (4.5c)

where

S = (kx1 + kx2)(k
2
x1 + k2

x2), T = k2
x1 + k2

x2 + kx1kx2. (4.5d)
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Therefore, from (4.4) and (4.5) it is clear that the denominator kx1 − kx2 in (4.3) can
be eliminated from both P and Q, after which they become symmetric about kx1 and
kx2 so that when (4.1) is employed, all terms containing odd power of N (including
N ′) will be cancelled out, ensuring that (3.12) is regular at the turning point. Hence
one may expect that (3.12) is uniformly valid near and away from the turning point.

The values of P and Q at the caustic can be calculated exactly by using (4.3), (4.4)
and (4.5), but in order to do that, it is necessary to substitute (4.1) into (4.4c) and
(4.4d) to eliminate k′x1 and k′x2 (which become infinite at the caustic) in favour of M ′
and NN ′. Both M ′ and NN ′ are regular at the caustic as mentioned before, and since
at this point,

U + Cgx1 = U + Cgx2 = 0,

it is not difficult to obtain from the dispersion relation (2.2)

NN ′ =
n0 −U0M0

n0 + 2U0M0

M2
0

U0

U ′, (4.6)

M ′ =

[
1

3

(
n0

U0

− 8M0

)
M0

n0 + 2U0M0

+
2

3

M0

U0

n2
0 −U2

0M
2
0

(n0 + 2U0M0)2

]
U ′, (4.7)

at this point, where U0 and M0 are the values of U and M at the same point. Hence
the calculations of singularities can now be avoided completely.

Finally, we note that from (2.17a), (2.18), (2.19) and the relation

∂φ

∂x

∣∣∣
z= 0

=
(

ikx +
A′

A

)
φ

resulting from (2.7), one may directly obtain two first-order equations for the incident
and reflected waves, which are much simpler than (3.1) and (3.6). These two equations
can also be combined into a second-order equation and proven regular at the caustic.
However, in this second-order equation, the Class 2 coefficients corresponding to
P and Q in (3.12) cannot be calculated accurately at the caustic, because after all
substitutions and reductions, they still contain two terms which are both singular at
the caustic, though their singularities can balance each other. Another disadvantage
of this simpler equation is that when ky = 0, the expressions for the Class 2 terms in
this equation cannot be reduced to those in (6.3) of Shyu & Phillips (1990), but (3.13)
can be reduced to (6.4) in Shyu & Phillips (1990).

5. Solutions of reflection phenomenon
The equation (3.12) in terms of the parameters kx1, kx2, P and Q takes the same

form as those derived by Shyu & Phillips (1990) so that the uniformly valid asymptotic
solution of (3.12) can similarly be derived using the treatment suggested by the results
of Smith (1975).

Following the precedent of Shyu & Phillips (1990), we first eliminate the first-
derivative term from (3.12) by a change of the dependent variable η, such that

η = v(x) exp

{
−1

2

∫ x

0

[−i(kx1 + kx2) + Q] dx

}
exp i(kyy − n0t), (5.1)

where v(x) is the new dependent variable. Next, substituting (5.1) into (3.12) and
neglecting the higher-order terms involving Q′ and Q2, we obtain

v′′ + v(H + G) = 0, (5.2)
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where

H = 1
4
(kx2 − kx1)

2, (5.3)

G = P +
i

2
(kx1 + kx2)Q+

i

2
(k′x1 + k′x2), (5.4)

so that H represents the Class 1 term and G the Class 2 term. Equation (5.2) is still
regular at the caustic, and from Smith’s (1975) results, we expect that

v(x) ≈ A0Ai (−r)− C0Ai′ (−r), (5.5)

where Ai′ (−r) = {dAi (x)/dx}x=−r and

2
3
r3/2 = −

∫ x

0

H1/2 dx, (5.6a)

A0 =
( r
H

)1/4

cos

(
−
∫ x

0

1
2
G/H1/2 dx

)
, (5.6b)

C0 = r−1/4H−1/4 sin

(
−
∫ x

0

1
2
G/H1/2 dx

)
. (5.6c)

For the sake of definiteness, we have taken x = 0 to be the caustic and assumed that
H > 0 for x < 0, corresponding to a situation in which the reflected wave is shorter
and its group velocity component in the x-direction smaller than the incident wave
(see figure 1 and recall that Cgx = ∂σ/∂kx).

The fitness of (5.5) and (5.6) can easily be verified by substituting them into (5.2),
which results in

d2v

dx2
+ v(H + G) =

d2A0

dx2
Ai (−r)− d2C0

dx2
Ai′ (−r) (5.7)

as Ai′′ (−r) is eliminated in favour of −rAi (−r). Since the coefficients A0 and C0 in
(5.5) have been separated from the rapidly varying parts of the solution, the terms
on the right-hand side of (5.7) are again negligible so that the differences between
(5.2) and (5.7) are insignificant. Furthermore, if A0 and C0 are regular and therefore
remain slowly varying at the caustic, the solution (5.5) (and (5.1)) is also regular here
and will satisfy the equation (5.2) everywhere, including the caustic, within the present
approximation. Therefore we shall demonstrate the regularity of A0 and C0 at the
caustic in the following way.

In the vicinity of the caustic, from (4.1), (4.2) and the Taylor’s theorem, we have

H = 1
4
(kx2 − kx1)

2 = N2 = ψ1x+ ψ2x
2 + · · · ,

where ψ1 = dψ/dx|x=0 and 2ψ2 = d2ψ/dx2|x= 0. Thus

−
∫ x

0

H1/2 dx = (−ψ1)
1/2(−x)3/2

[
2

3
+

1

5

ψ2

ψ1

x+ · · ·
]
,

−
∫ x

0

1

2
G/H1/2 dx = G0(−ψ1)

−1/2(−x)1/2

[
1 +

(
1

3

G1

G0

− 1

6

ψ2

ψ1

)
x+ · · ·

]
,

 (5.8)
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where G = G0 + G1x+ · · · . Substituting (5.8) in (5.6), we obtain

r = (−ψ1)
1/3(−x)

[
1 +

1

5

ψ2

ψ1

x+ · · ·
]
,

A0 = (−ψ1)
−1/6

[
1−

(
1

5

ψ2

ψ1

+
1

2

G2
0

ψ1

)
x+ · · ·

]
,

C0 = G0(−ψ1)
−5/6

[
1−

(
7

15

ψ2

ψ1

− 1

3

G1

G0

)
x+ · · ·

]
,


(5.9)

in this region. Since the expressions in (5.9) represent the Taylor-series expansions
about x = 0 and their radii of convergence can be expected to be very large for a
slowly varying current field, A0, C0 and r are indeed regular at the caustic. Therefore
(5.1) together with (5.5) and (5.6) represents a uniformly valid asymptotic solution.

At points away from the caustic, Ai (−r) and Ai′ (−r) can be replaced by their
asymptotic approximations, which for r large and positive are

Ai (−r) ≈ π−1/2r−1/4 sin ( 2
3
r3/2 + 1

4
π), (5.10)

Ai′ (−r) ≈ −π−1/2r1/4 cos ( 2
3
r3/2 + 1

4
π). (5.11)

Thus from (5.1), (5.5) and (5.6), we have

η ≈ H−1/4 exp

[∫ x

0

1
2
(−Q− iG/H1/2) dx

]
exp i

[∫ x

0

kx1 dx+ kyy − n0t− 1
4
π

]

+H−1/4 exp

[∫ x

0

1
2
(−Q+ iG/H1/2) dx

]
exp i

[∫ x

0

kx2 dx+ kyy − n0t+ 1
4
π

]
(5.12)

for x�0. This solution represents the WKBJ approximation; it obviously fails at the
caustic where H = 0, but can nevertheless indicate the existence of the incident and
reflected waves, as well as show their relative amplitudes and phases (an irrelevant
constant common factor was neglected from (5.12)). Consequently, we have the local
amplitudes

a =


H−1/4 exp

[∫ x

0

1
2
(−Q− iG/H1/2) dx

]
(k1 component)

H−1/4 exp

[∫ x

0

1
2
(−Q+ iG/H1/2) dx

]
(k2 component)

(5.13)

(notice that G is pure imaginary while H and Q are real), which have been proved to
satisfy the action conservation principle at and away from the caustic.

6. Extensions to general cases
A difference between Smith’s (1975) theory and the present theory is that in the

latter, the expressions for the amplitudes of the incident and reflected waves take an
explicit form while in the former, the variations of these quantities were demonstrated
to fulfil the action conservation principle everywhere, including the caustic. The
present expressions, especially those in (5.13), if also valid in a general situation, will
later prove of great use in the improvement of an error magnification phenomenon
occurring in the estimates of the amplitude of the reflected wave in terms of that of
the incident wave in the vicinity of the caustic during a numerical computation, which
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x

y

hx

hy

Caustic

Figure 2. Definition sketch.

are required for the ray solution to be continued after reflection at the caustic. To
achieve this goal, we shall in this section demonstrate that even when the water is of
intermediate depth and the underlying larger-scale irrotational flow is multidirectional
and unsteady, the solutions of the wave field in the vicinity of the caustic still take the
same forms as those derived in Shyu & Phillips (1990) and in the preceding section.

When the larger-scale flows are not unidirectional, the caustics are unlikely to be
straight. Thus it is necessary to derive the solutions in a set of orthogonal curvilinear
coordinates in which the x-axis is perpendicular to the caustic. Therefore we define all
the lines x = constant to be parallel curves and x = 0 corresponds to the caustic (see
figure 2), so that the scale factor hx in the x-direction is independent of the position.
On the other hand, if at the caustic we set the scale factor in the y-direction hy = 1,
the variation of hy in the x-direction has the simple relation

hy = 1− x

R(y, t)
(6.1)

where R is the radius of curvature of the caustic which is large compared with the
wavelength if the underlying current is slowly varying. This coordinate system will
certainly produce singularities of the differential equations at certain positions far
away from the caustic, but since it is the present purpose to derive the solutions in
the vicinity of the caustic, these singularities can be avoided in the present analysis.

In this curvilinear coordinate system, the WKBJ solution of each wave component
can still be written as

η = a(x, y, t) exp [iχ(x, y, t)], (6.2)

although the forms of the functions a(x, y, t) and χ(x, y, t) in (6.2) are different from
those in a rectangular coordinate system. From (6.2), the x- and y-components of the
wavenumber and the observed frequency are

kx =
∂χ

∂x
, ky =

1

hy

∂χ

∂y
, n = −∂χ

∂t
, (6.3)

respectively. In (6.2) and (6.3), the dependence of a, kx, ky and n on x, y and t is
expected to be slow except that in the vicinity of the caustic the variations of a and kx
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with x will be rapid owing to the singularities at the caustic. Notice that the variations
of hy with x, y, t are also slow in view of (6.1).

From (6.2) and (6.3), equations (3.1) and (3.6) immediately follow with

R1 = −i
a′1
a1

, R2 = −i
a′2
a2

. (6.4)

The values of a′1/a1 and a′2/a2 cannot be determined without consideration of the
Laplace equation and the kinematical and dynamical boundary conditions, which
even in the vicinity of the caustic can result in the action conservation equation as
demonstrated by Smith (1975) in exactly the same circumstance, who also derived the
dispersion relation in this region which is again identical with that far from the caustic.
Notice that although the WKBJ solution becomes invalid in the immediate vicinity of
the caustic, the solution values of a1, a2, k1 and k2 in this region determined from the
action conservation equation and the dispersion relation are still meaningful, because
a combination of these parameters can represent the quantities in the uniformly valid
solution (see (1.1) and (1.2)).

Next, following the same procedure as in § 3, we again obtain (3.12) together with
(3.13). Thus if we choose

η = v(x, y, t) exp

{
i

2
(χ1 + χ2)−

∫ x

0

Q

2
dx

}
, (6.5)

which equivalent to (5.1) for a straight caustic, we can similarly achieve

v(x, y, t) = A0Ai (−r)− C0Ai′ (−r) (6.6)

with

2
3
r3/2 = −

∫ x

0

H1/2 dx, (6.7)

A0 =
( r
H

)1/4

cos

(
−
∫ x

0

1
2
G/H1/2 dx

)
, C0 = r−1/4H−1/4 sin

(
−
∫ x

0

1
2
G/H1/2 dx

)
,

(6.8)

in which

H = 1
4
(kx2 − kx1)

2, (6.9)

G = P +
i

2
(kx1 + kx2)Q+

i

2
(k′x1 + k′x2). (6.10)

The new variable r now depends on x, y and t, but its variations with respect to y
and t will be slow.

The adequacy of (6.5)–(6.10) as a uniformly valid solution for the case of a curved
and/or moving caustic in a deep or intermediate-depth region, depends on whether
the singularities at the caustic can be cancelled out from χ1 + χ2, Q, G, etc., otherwise
the above solution will become singular here and the coefficients A0 and C0 are
no longer slowly varying in the vicinity of the caustic, which will decline the use
of the approximation implied by (5.7). Therefore it is required in the following to
demonstrate the regularity of (6.5)–(6.10) at the caustic.

Even for a curved moving caustic in an intermediate-depth region, from the dis-
persion relation and the fact that Ux + Cgx = 0 at the caustic, one can always prove
that kx1 and kx2 represent two branches of a double-valued function with the branch
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point at the caustic x = 0. Therefore the phase function of the incident wave can be
written as

χ1 = [d0 + d1x+ d2x
2 + · · ·] + 2

3

[
(−ψ1)

1/3(−x) + O(x2)
]3/2

(6.11)

(also see (9), Smith 1975), where the coefficients of the Taylor series expansions about
x = 0 in the two square brackets are functions of y and t, which except d0 are slowly
varying according to the discussion following (6.3). On substitution χ1 into (6.3) we
have

kx1 = [d1 + 2d2x+ O(x2)]− [ψ1x+ O(x2)]1/2,

hyky1 =

[
∂d0

∂y
+
∂d1

∂y
x+ O(x2)

]
− 1

3

∂ψ1

∂y

[
(−ψ1)

−1(−x)3 + O(x4)
]1/2

.

 (6.12)

The other branches of (6.11) and (6.12) then provide respectively the phase and
wave-number components of the reflected wave:

χ2 = [d0 + d1x+ d2x
2 + · · ·]− 2

3

[
(−ψ1)

1/3(−x) + O(x2)
]3/2

, (6.13)

kx2 = [d1 + 2d2x+ O(x2)] + [ψ1x+ O(x2)]1/2,

hyky2 =

[
∂d0

∂y
+
∂d1

∂y
x+ O(x2)

]
+

1

3

∂ψ1

∂y

[
(−ψ1)

−1(−x)3 + O(x4)
]1/2

.

 (6.14)

The above phase functions not only lead to the right forms of kx1 and kx2, but also
ensure that ∇ × k = 0 for both waves. However, the values of the series coefficients
d1, d2, ψ1, etc. can be determined only from the dispersion relation. We notice in
passing that for a curved caustic, even though ky1 is not equal to ky2 when x 6= 0,
their difference is much smaller than that between kx1 and kx2 and is proportional
approximately to (−x)3/2 (also with a smaller coefficient ( 2

3
)(−ψ1)

−1/2∂ψ1/∂y) when
the caustic is approached. A similar situation also occurs to the observed frequencies
n1 and n2 of the incident and reflected waves for a moving caustic. These situations
can benefit the numerical computations of the reflected wave significantly as will be
seen in the next section. Also we emphasize that neglect of the higher powers of x in
the Taylor series expansion of a slowly varying parameter is equivalent to neglect of
its higher-order derivatives with respect to x, because the series coefficients are closely
related to the derivatives of the same order.

From (6.11) and (6.13) it is immediately clear that χ1 + χ2 in (6.5) is regular at
the caustic. On the other hand, from (6.12) and (6.14), we have in the vicinity of the
caustic

H = 1
4
(kx2 − kx1)

2 = ψ1x+ O(x2). (6.15)

Consequently

−
∫ x

0

H1/2 dx = 2
3
(−ψ1)

1/2(−x)3/2[1 + O(x)] (6.16)

and

−
∫ x

0

1
2
G/H1/2 dx = G0(−ψ1)

−1/2(−x)1/2[1 + O(x)] (6.17)

if G is regular at the caustic and G0 ≡ G(x = 0). Substitution of (6.16) into (6.7)
results in

r = (−ψ1)
1/3(−x)[1 + O(x)]. (6.18)

Again the radius of convergence of the power series in the square brackets in (6.18)
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can be expected to be large compared with the wavelength as long as the underlying
current is slowly varying. Therefore (6.18) indicates that r is regular at the caustic.
Furthermore, on substituting (6.15), (6.17) and (6.18) into (6.8), we have

A0 = (−ψ1)
−1/6[1 + O(x)], C0 = G0(−ψ1)

−5/6[1 + O(x)], (6.19)

in the vicinity of the caustic, so that A0 and C0 are also regular (and therefore slowly
varying) at the caustic. All of these results enable us to conclude that the singularities
at the caustic have been cancelled out from the solution (6.5)–(6.10) provided that G
and Q are also regular here, which will be demonstrated as follows.

Since the parameters G and Q also appear in the WKBJ solution, their regularity
can be proved through a consideration of the action conservation equation, the
fulfillment of which by the WKBJ solution even in the vicinity of the caustic was
demonstrated by Smith (1975). Thus, substituting (5.10) and (5.11) into (6.6), using
(6.7) and (6.9), and also taking (6.3) into consideration, we obtain the WKBJ solution

η = C(y, t)H−1/4 exp

[∫ x

0

1
2
(−Q− iG/H1/2) dx

]
exp i

(
χ1 − 1

4
π
)

+C(y, t)H−1/4 exp

[∫ x

0

1
2
(−Q+ iG/H1/2) dx

]
exp i

(
χ2 + 1

4
π
)
, (6.20)

where the common factor C(y, t) is independent of x. From (6.20), the local amplitudes
of the incident and reflected waves are

a1 = CH−1/4 exp

[∫ x

0

1
2
(−Q− iG/H1/2) dx

]
,

a2 = CH−1/4 exp

[∫ x

0

1
2
(−Q+ iG/H1/2) dx

]
.

 (6.21)

Therefore substitution of (6.15) for H and differentiation yield

a′1
a1

= 1
2
(−Q− iG/H1/2)− 1

2

k′x2 − k′x1

kx2 − kx1

, (6.22a)

a′2
a2

= 1
2
(−Q+ iG/H1/2)− 1

2

k′x2 − k′x1

kx2 − kx1

. (6.22b)

The above expressions for a′1/a1 and a′2/a2 are identical with those in (6.4) if the
expression (3.13) and the definition (6.10) for G are substituted into (6.4) for R1 and
R2. This and the fact that (6.20) represents a rigorous asymptotic approximation of
the solution (6.5)–(6.10) have put even more confidence in the assumption that if
the singularities at the caustic are completely cancelled out from (3.12), this equation
and the solution (6.5)–(6.10) will remain valid uniformly in a region containing the
caustic.

The variations of a1 and a2 have been proved by Smith (1975) to satisfy the
action conservation equation in the vicinity of the caustic. Therefore, the regularity
of the parameters Q, G in (6.22a, b) at the caustic can be demonstrated through a
consideration of the action conservation equation. First, from (6.12) and (6.14) it
immediately follows that

1

2

k′x2 − k′x1

kx2 − kx1

=
1

4x
[1 + O(x)] (6.23)

near the caustic. Next, from the action conservation equation in the curvilinear
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coordinates

∂

∂t

(
E1

σ1

)
+

∂

∂x

[
(Ux + Cgx1)

E1

σ1

]
+

1

hy

∂hy

∂x

[
(Ux + Cgx1)

E1

σ1

]
+

1

hy

∂

∂y

[
(Uy + Cgy1)

E1

σ1

]
= 0, (6.24)

in which the wave action density of the incident wave

E1

σ1

= 1
2
ρg
a2

1

σ1

,

where E1 represents its energy density and ρ the density of water. Therefore, substi-
tution and expansion yield

a′1
a1

= − σ1

2(Ux + Cgx1)

∂

∂x

(
Ux + Cgx1

σ1

)
− σ1

2a2
1(Ux + Cgx1)

∂

∂t

(
a2

1

σ1

)
− 1

1− x/R
σ1

2a2
1(Ux + Cgx1)

∂

∂y

[
(Uy + Cgy1)

a2
1

σ1

]
+

1

2R

1

1− x/R (6.25)

by virtue of (6.1).
The relation between σ1 and k1 differs according to whether the water is deep or

of moderate depth, but in any case, by using (6.12) and the dispersion relation, one
can always obtain the form of the expansion

Ux + Cgx1

σ1

=
√
ψ1x[α0 + O(x)] + [e1x+ O(x2)] (6.26)

in the vicinity of the caustic, where α0 and e1 are the leading coefficients of the two
Taylor series in the square brackets. The absence of e0 from the second series is simply
due to the fact that Ux + Cgx1 = 0 at the caustic. Thus from (6.26), the first term on
the right-hand side of (6.25)

− σ1

2(Ux + Cgx1)

∂

∂x

(
Ux + Cgx1

σ1

)
= − 1

4x
[1 + O(x)] +

1√
ψ1x

[β0 + O(x)] (6.27)

near the caustic. Since in the vicinity of the caustic, variations of wave properties
perpendicular to the caustic are large compared to variations along the caustic or
with time, (6.27) represents the major contribution to a′1/a1 in (6.25) in this region.
Therefore, from a comparison between (6.27) and (6.23) it is immediately clear that
the term H−1/4 in a1 in the present solution (6.21), which leads to the last terms in
(6.22a, b) and therefore (6.23), is indeed consistent with the prediction by the action
conservation principle as far as their first approximations are concerned. However,
the values of G and Q cannot be obtained without further evaluation of the second
and third terms on the right-hand side of (6.25).

Since the first approximation a1 ≈ CH−1/4 has been justified, from (6.15) we have

a2
1 ≈ C2

√
ψ1x

(6.28)

near the caustic. Also, from the dispersion relation, it is not difficult to see that the
series expansions of σ1 and Uy + Cgy1 will possess the same form as that of kx1 in
(6.12). Thus, using these series and (6.28) as well as (6.26), and recalling that C and
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ψ1 are slow functions of y and t, we obtain

− σ1

2a2
1(Ux + Cgx1)

∂

∂t

(
a2

1

σ1

)
≈ ξ0√

ψ1x
, (6.29)

− 1

1− x/R
σ1

2a2
1(Ux + Cgx1)

∂

∂y

[
(Uy + Cgy1)

a2
1

σ1

]
≈ ζ0√

ψ1x
, (6.30)

in which the Taylor expansion(
1− x

R

)−1

= 1 +
x

R
+
( x
R

)2

+ · · ·

is also used, producing higher-order terms than that on the right-hand side of (6.30).
Consequently, from (6.27), (6.29) and (6.30) we have

−iG0 = 2(β0 + ξ0 + ζ0), (6.31)

if (6.22a) and (6.25) are equal.

After the first term of the expansion for G was found, the next-order terms in (6.29)
and (6.30) can be pursued by substituting G ≈ G0 into (6.21), which will result in the
terms of zeroth power of x in (6.29) and (6.30). These terms and the corresponding
one in (6.27) as well as the 1/2R arising from the last term of (6.25), excluding those
attributed to the series in (6.23), can be identified with Q0 ≡ Q(x = 0) in (6.22a).
This procedure can be continued to determine subsequent terms in the expansions
for G and Q, and the results show that these expansions indeed take the form of
a power series with its centre at x = 0. Although there is no way to estimate the
radii of convergence of these two series in a general situation, since the variation of
the underlying current is slow, it is not unreasonable to anticipate that these series
will be uniformly convergent in a large (compared with the wavelength) area centred
at the caustic. Therefore we conclude that G, Q (and P ) are regular at the caustic.
This conclusion can also be drawn from a consideration of the action conservation
equation for the reflected wave, because in this case, following the same procedure,
one can obtain the same results except that the signs of the terms containing

√
ψ1x

in (6.27)–(6.30) become opposite, which also occurs to (6.22b) compared with (6.22a),
so that the parameters G and Q in (6.22b) have the same values as those in (6.22a)
and are indeed regular at the caustic.

In summary, by investigating the power-series expansion about the caustic and
therefore the regularity at the caustic of each parameter in the equation and solutions,
we have demonstrated that even for a curved moving caustic and for waves in an
intermediate-depth region, the uniform asymptotic and the WKBJ solutions in the
vicinity of the caustic take the same forms as those derived in Shyu & Phillips (1990)
and in the preceding section. Since the existence of the series expansions is proved
from the dispersion relation and the action conservation equation which themselves
were deduced by Smith (1975) from the Laplace equation and the kinematical and
dynamical boundary conditions, the present solutions are not independent of the
dynamics. These solutions have provided explicit expressions for the amplitudes,
although the Class 2 terms G and Q in them can be determined only numerically.
This explicitness will in the next section prove of great use in a practical numerical
computation of the reflection phenomenon.
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7. An application to numerical computations
In this section, we shall conduct numerical simulations in two cases: a straight

caustic and a curved caustic. Since it will later become clear that estimates of the
reflected wave from the incident wave in the vicinity of the caustic at each instant
involve only the instantaneous values of various variables and their derivatives with
respect to x, and since the difference between n1 and n2 near a moving caustic is as
small as that between ky1 and ky2 near a curved caustic (see the discussion following
(6.14)), any conclusions drawn from the simulation of a curved caustic about the
application of the present theory may have implications for the case of a moving
caustic. To eliminate other complications without loss of generality, we also assume
that all waves are in deep water.

Since we have in the earlier sections derived the analytical solutions, including the
expressions for the Class 2 terms, in the case when a straight caustic is caused by a
deep-water gravity wave propagating obliquely upon a steady unidirectional current,
the results of the present numerical computations for this case can be compared with
the analytical solutions to show the accuracy of the numerical schemes applied in
cases of both a straight and a curved caustics. To achieve this purpose, even for
a straight caustic, we deliberately take the directions (denoted by x′ and y′) of the
computational grid not along U so that no simplifications which may originally be
suitable to this special case will be made and the extension of the numerical model to
the case of a curved caustic is straightforward. Also we note that although the analysis
in the preceding section was made in a curvilinear coordinate system, without a prior
knowledge of the location of the caustic, the differential equations can be solved
numerically only on a rectangular grid for the incident wave, after which and after
the caustic was determined numerically, the components of each vector relative to the
curvilinear coordinate system defined in § 6 can be calculated from those referred to
(x′, y′), and the results will be utilized to determine the reflected wave in the vicinity
of the caustic.

Determination of the incident wave and the caustic

Since in the present simulations the underlying currents are steady, the action con-
servation equation can be reduced to

∂

∂x′

[
(Ux′ + Cgx′)

a2

σ

]
+

∂

∂y′

[
(Uy′ + Cgy′)

a2

σ

]
= 0, (7.1)

and the apparent frequency n remains constant (denoted by n0 again) everywhere so
that the wavenumber components kx′ and ky′ can be determined entirely from the
irrotationality

∂ky′

∂x′
− ∂kx′

∂y′
= 0 (7.2)

and the dispersion relation

n0 =
[
g
(
k2
x′ + k2

y′
)1/2]1/2

+Ux′kx′ +Uy′ky′ . (7.3)

The partial differential equations (7.1) and (7.2) were solved by using a finite
difference scheme, and (7.3) by using the Secant Method. These calculations can be
made straightforwardly until at a certain point, the subroutine for the Secant Method
fails to return a reliable and real root of (7.3) for kx′ or ky′ , signifying the occurrence
of the blockage phenomenon at this point. If this occurs at point A in figure 3, the
solution values at the points on the same row and on the right side of A can still
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Figure 3. A diagram for illustration of the strategy to locate the caustic and compute the incident
wave near the caustic.

be pursued. However, since point A is excluded from the integration domain, the
solution of (7.1) at point D can be estimated only from the solution values at B
and C , which violates the Courant–Friedrichs–Lewy (CFL) condition for the stability
of the finite difference scheme, because near the caustic the characteristic velocity
U +Cg is almost tangent to the caustic so that the characteristic curve through D of
equation (7.1) will meet the line AC at a point between A and B instead of between
B and C (see figure 3). On the other hand, the values of kx′ and ky′ at point D can be
calculated from those at B and C because the equations (7.2) and (7.3) represent a
degenerate hyperbolic system in which all directions are formally characteristic (see
Whitham 1974, § 5.1). Therefore the calculations of k (but not a) can be continued
beyond the row containing A until the Secant Method fails again or Ux+Cgx becomes
negative at another point, E say, which always occurs in the column next to point A.
Consequently, the line AE in figure 3 can approximate the true caustic satisfactorily
if the grid spacing in the y′-direction ∆y′ is sufficiently small (for this reason, we have
chosen ∆y′ = 0.0625 cm while ∆x′ = 20 cm in simulations of both a straight and a
curved caustic). Note that Ux + Cgx here represents the component of U + Cg in the
direction perpendicular to the estimate caustic.

After the caustic at point E was decided, the solution value a of equation (7.1)
at point F can be calculated reliably by using the solution values at points B and
C . This finite difference equation has a larger value of ∆y′ but can however fulfil
the CFL condition, because this time the characteristic curve through F of equation
(7.1) will meet the line AC at a point between B and C as the characteristic velocity
U + C g of the incident wave at points B and F always has a component towards
the caustic (see figure 3). The numerical solution of a at the rest of the points on the
same row as point F can be calculated without difficulty by using the solution values
at the points on the same row as points B and C . Therefore we now have all the
information required for a repetition of the above procedure to determine the next
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Figure 4. The domain of integration and the true (y-axis) and predicated (dashed line) locations
of the caustic in the simulation of a straight caustic.

position of the caustic and calculate the solution values of the incident wave on that
row.

The above strategy for estimates of the location of the caustic can be justified
directly by a comparison between its numerical and analytical solutions in the case
of a straight caustic (an indirect justification for the case of a curved caustic will
also be given later). In this case, the conditions for the incoming wave prescribed
on the boundaries AB and BC in figure 4 are determined from the requirements
that ky = −0.94 rad m−1, n0 = 3.62 rad s−1, the component of the action flux in the
x-direction is equal to 0.0625 kg m s−2 everywhere, and the velocity components of the
underlying current

Ux = −0.6882− 0.0077xm s−1, Uy = 0. (7.4)

In this situation, one may easily prove that kx = 4.9 rad m−1 and Cgx = 0.6882 m s−1

at x = 0, so that the y-axis represents the true caustic. Therefore, figure 4 indicates
that by using the above strategy, the estimated caustic closely coincides with the true
caustic.

On the other hand, to simulate the calculations for a curved caustic, we assume that
the streamlines of the underlying larger-scale current are circles and the magnitude
of the velocity at each point

|U| = −4.0
3π/2− θ

π

100

r
m s−1,

where (r, θ) represents the polar coordinates of this point (see figure 5). This velocity
distribution has zero vorticity everywhere except at the point r = 0, which represents
a singular point but will be excluded from the integration domain because of the
wave blockage phenomenon. Another feature of this distribution is that when r is
very large, |U| becomes vanishingly small. Therefore a uniform deep-water wave train
with frequency n0 = 1.7 rad s−1 propagating in a single direction can be prescribed
on the boundaries AB and BC in figure 5 which are very far from the origin. From
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Figure 5. The domain of integration and the directions of the incoming wave and the current field
in the simulation of a curved caustic.

x « = –46.3 m
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U + Cg
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x « = 0 m

Figure 6. A part of the integration domain in figure 5 in which the caustic (solid curve) is located
and the reflected wave estimated.

these boundary conditions and by using the numerical scheme, the variation of the
wavenumber of the incident wave in the integration domain was solved until a
blockage point (A, say) was first met. After this, the calculations were restricted to
within the much smaller area specified in figure 6, in which the blockage point A had
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Figure 7. Dimensionless vorticity of the estimated wavenumbers of the reflected waves in the
simulations of a straight caustic (circles) and a curved caustic (triangles).

been located and the numerical solutions of the wavenumber components at each
point on line AB had also been estimated. Thus, to calculate the wavenumber as
well as the amplitude of the incident wave in this small area, it is only necessary to
prescribe the value of a1 at each point on line AB in figure 6. In consideration of
(6.21) and (6.15), the particular boundary condition of a1 chosen here is

a1 = (−x̂)−1/4

where −x̂ represents the distance from each point on AB to the dashed straight line in
figure 6 which approximates the estimated caustic. Note that since a slowly modulated
incoming wave is allowed by the theories, the above arrangement is convenient for
development and tests of the present algorithm for estimates of the reflected wave in
the vicinity of the caustic. Before these, the amplitude and wavenumber of the incident
wave, including the location of the caustic, in the integration domain in figure 6 were
estimated by using the above schemes and strategy. The resulting caustic as shown in
figure 6 is indeed curved.

Determination of the reflected wave

After the incident wave field and the position of the caustic were determined, we
proceeded to estimate the reflected wave in the vicinity of the caustic using Smith’s
(1975) theory and the present theory. The results can serve as the boundary conditions
for calculations of the reflected wave in the regions away from the caustic.

Since the difference between ky1 and ky2 is very small near a curved caustic (see the
note following (6.14)) and is zero in the case of a straight caustic, we let ky2 = ky1 at
each point in the vicinity of the caustic and then calculate the value of kx2 as another
root of equation (7.3) which coalesces with kx1 at the caustic. The accuracy of these
estimates can more or less be seen from a calculation of vorticity of the resulting k2

as shown in figure 7. (In this figure and in the following figures, the results presented
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are along the dotted lines in figures 4 and 6 for the cases of a straight and a curved
caustic respectively, and also the values of

√
ψ1x estimated from (6.15) by neglecting

the higher powers of x are chosen as the abscissae of these figures.) The results in
figure 7 indicate that the irrotationality is approximately fulfilled by the estimates of
k2 in the case of a curved caustic and this fulfillment is even more satisfactory in the
case of a straight caustic as might be expected.

Next, we shall calculate a2 in terms of a1 in the vicinity of the caustic by using
Smith’s (1975) theory. According to Smith (1975), the flux of wave action normal to
the caustic carried by the incident and reflected waves is equal and opposite at the
caustic, so that we have[

(Ux + Cgx1)
a2

1

σ1

]
x= 0

= −
[
(Ux + Cgx2)

a2
2

σ2

]
x= 0

. (7.5)

Also integration with respect to x of (6.24) and of the corresponding equation for the
reflected wave and substitution of (6.1) yield(

1− x

R

)[
(Ux + Cgx1)

a2
1

σ1

]
−
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1
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=

∫ x

0

F2(x, y, t) dx,

 (7.6)

where
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 (7.7)

From (6.25) and by virtue of (6.27), (6.29) and (6.30), it is clear that F1 and F2 are
of secondary importance to the variations of a1 and a2 respectively in the vicinity of
the caustic. Therefore it is only required to estimate the first approximations of F1

and F2 in this region, which can be written as

F1 ≈ F2 ≈ τ0√
ψ1x

(7.8)

in view of (6.28)–(6.30) and due to the fact that each of a, σ and Uy + Cgy for the
incident wave has the same one-term approximation as that for the reflected wave in
the vicinity of the caustic. Thus, substituting (7.5) and (7.8) into (7.6) and carrying
out the integration and combination, we obtain[

(Ux + Cgx2)
a2

2

σ2

]
≈ −

[
(Ux + Cgx1)

a2
1

σ1

]
+ 4

τ0

ψ1

√
ψ1x (7.9)

at each point in the vicinity of the caustic. In (7.9), the terms containing the radius
of curvature R of the caustic are of higher powers of x than the last term so that
they were neglected consistently. On the other hand, it can be shown with equations
(6.26) and (6.28) that the last term in (7.9) has the same power of x as the second
terms in the series expansions of the two major terms in (7.9), and should therefore
be taken into account in a general situation as the first terms of these series predict
that a2/a1 = 1 and (Ux + Cgx1)/σ1 = −(Ux + Cgx2)/σ2 in the vicinity of the caustic,
which are certainly insufficient. The relations (7.7)–(7.9) together indicate that the
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ratio a2/a1 at each grid point near the caustic can in theory be estimated from the
solution values of a1, k1 and k2 obtained earlier. Also we emphasize that since the
coefficients of the higher powers of x in the series expansion of a slowly varying
parameter are proportional to its higher-order derivatives and therefore are smaller,
the approximation (7.9) can be very accurate even for a moderate value of x. A
similar situation will also occur in the application of the present theory.

When the present theory is under consideration, from (6.21) and (6.17) it immedi-
ately follows that

a2

a1

= exp

[∫ x

0

iG/H1/2 dx

]
≈ exp

[−2iG0(−ψ1)
−1/2(−x)1/2

]
. (7.10)

Since

exp
[−2iG0(−ψ1)

−1/2(−x)1/2
]≈ 1− 2iG0(−ψ1)

−1/2(−x)1/2, (7.11)

it is clear that the parameter G0 (or strictly speaking, −iG0(−ψ1)
−1/2) is closely related

to the difference between the amplitudes of the incident and reflected waves in the
vicinity of the caustic. From (6.22a, b) and (6.15), we also have

a′2
a2

− a′1
a1

= iG/H1/2 ≈ iG0/
√
ψ1x (7.12)

so that the value of −iG0(−ψ1)
−1/2 can be estimated from the solutions of a′1/a1

and a′2/a2, which themselves can be calculated respectively from (6.25) and from the
corresponding equation for a′2/a2 as follows.

The first terms on the right-hand side of equation (6.25) and on that of the
corresponding equation for a′2/a2 can be computed solely from the numerical solutions
of k1 and k2 respectively. On the other hand, the one-term approximations of the
second and third terms on the right-hand side of (6.25) are equal in magnitude and
opposite in sign to those of the corresponding equation for a′2/a2 in view of (7.8) and
(7.5). Therefore, even without solving (7.1) for a2, the approximation of a′2/a2 at each
point near the caustic can still be estimated, so that the value of −iG0(−ψ1)

−1/2 in
(7.12) and eventually the values of a2/a1 in (7.10) in the vicinity of the caustic can
be calculated in theory. Notice that the last terms in (6.25) and in the corresponding
equation for a′2/a2 are equal to each other and therefore are cancelled out from (7.12).

Figure 8 shows the estimates of a2/a1 using Smith’s (1975) theory and the present
theory in the simulation of a straight caustic, which coincide with each other closely.
However, to make sure that no common errors (e.g. the discretization errors) have
occurred to both estimators, in figure 8 we also show a2/a1 calculated directly from
the expression

a2

a1

=

[
− (Ux + Cgx1)σ2

(Ux + Cgx2)σ1

]1/2

(7.13)

in which the values of σ1, σ2, Cgx1 and Cgx2 at each point were determined simply
by substitution of ky = −0.94 rad m−1 and n0 = 3.62 rad s−1 into the dispersion
relation (2.2). The results in figure 8 indicate that the present numerical schemes with
sufficiently small grid spacings are indeed very accurate (the deviation of the curve in
figure 8 from a straight line near its left end is due to the errors in the estimates of√
ψ1x instead of a2/a1).

In figure 9 we compare the numerical solutions of −iG0(−ψ1)
−1/2 and Q0 with their
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Figure 8. Estimates of a2/a1 by using Smith’s (1975) theory (�) and the present theory (×) in the
simulation of a straight caustic. The curve represents the true values calculated from (7.13).
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Figure 9. Estimates of −iG0(−ψ1)−1/2 (circles) and Q0 (triangles) in the simulation of a straight
caustic by using (7.12) and (7.14) respectively and comparisons with their analytical solutions
(horizontal lines).

analytical solutions derived in §§ 4 and 5, while the numerical solution of Q0 was
calculated by using the relation

Q0 ≈ −2
a′1
a1

− i
G0√
ψ1x
− k′x2 − k′x1

kx2 − kx1

(7.14)
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Figure 10. Estimates of iG0(−ψ1)−1/2 (circles) and Q0 (triangles) in the simulation of a curved
caustic by using (7.12) and (7.14) respectively.

by virtue of (6.22a) and (6.15). The results in figure 9 are very satisfactory except
that, in the immediate vicinity of the caustic, the numerical schemes have produced
significant errors owing to the singularities of a1, k1 and k2 at the caustic. This
comparison has provided a valuable check on the expressions for the Class 2 terms,
including (4.6) for ψ1, which are available only for a straight caustic.

In the simulation of a curved caustic, this comparison is not feasible because of
the absence of these expressions. However, when (7.9) was utilized to estimate a2/a1

in this case, it was found that the values of (a2/a1)
2 at all points in the vicinity of

the caustic became negative, which is impossible, meaning that significant errors have
occurred in the estimates. On the other hand, when the present theory was applied,
especially when (7.12) was invoked, the values of −iG0(−ψ1)

−1/2 also became negative
and in addition, they were far from being constant (see figure 10). Therefore it is
evident that in the simulation of a curved caustic, if the relation (7.12) is invoked,
large errors also will occur in the application of the present theory to estimate a2/a1.

To identify the sources of these errors, figure 11 exhibits the estimates of a′1/a1 using

(6.25), together with those of the first term (denoted by a′1/a1) on the right-hand side of
(6.25), which indicate that at each point, the difference between the estimates of a′1/a1

and a′1/a1 , which represents the estimate of the third term on the right-hand side of
(6.25) in the present simulation, has the same order of magnitude as a′1/a1. This is in-
consistent with the theory that in the vicinity of the caustic the third term on the right-
hand side of (6.25) is one order (in terms of x1/2) smaller than the first term (cf. (6.27)
and (6.30)). In figure 11, we also show the solution values of a′1/a1 determined directly
from numerical differentiation of a1 obtained earlier, indicating that except in the
region very near the caustic, these values coincide closely with the estimates of a′1/a1

using (6.25). Furthermore, these two sets of estimates for a′1/a1 are also close to the

values of the leading term −1/4x in the series expansion of a′1/a1 (see (6.27)), which
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Figure 12. Values of (Ux + Cgx)/(Uy + Cgy) of the incident (�) and reflected (×) waves in the
simulation of a curved caustic.

are also shown in figure 11. All of this leads us to believe that the significant errors
mentioned above are mainly due to misalignment of the curvilinear coordinate lines.

Since in the vicinity of the caustic, the absolute values of Ux + Cgx1 and Ux + Cgx2

are small (recall that Ux + Cgx1 = Ux + Cgx2 = 0 at the caustic) compared with those
of Uy + Cgy1 and Uy + Cgy2 in the simulation of a curved caustic (see figure 12),
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very slight misalignment of the x-axis can cause large percentage changes in the
estimates of Ux + Cgx1 and Ux + Cgx2 and therefore in the estimates of the first
terms on the right-hand sides of (6.25) and of the corresponding equation for a′2/a2.
On the other hand, since in the vicinity of the caustic, the absolute values of
∂[(Uy +Cgy1)a

2
1/σ1]/∂y are very small compared with those of ∂[(Uy +Cgy1)a

2
1/σ1]/∂x

(both of which represent the components of a second-order tensor), slight misalign-
ment of the coordinate lines can also produce very large percentage changes in the
estimates of ∂[(Uy + Cgy1)a

2
1/σ1]/∂y. These changes together with those in Ux + Cgx1

account for the disproportionately large changes in the third term on the right-hand
side of (6.25). However, for those quantities (for example, a′1/a1 and −1/4x) which
are insensitive to a slight rotations of the coordinate axes, their estimates, no matter
which method is applied, will remain nearly unchanged under slight misalignment
of the coordinate lines. This can explain why in figure 11 the sum of the estimates
of the first and third terms on the right-hand side of (6.25), though each of them
contains significant errors, coincides closely with the value of a′1/a1 obtained directly
from numerical differentiation of a1 which itself is the numerical solution of (7.1).

Since equation (7.1) was solved on a rectangular grid which is independent of the
location of the caustic, and since a′1 ≡ ∂a1/∂x� ∂a1/∂y, slight rotation of the curvi-
linear coordinate lines obviously has no effect on the solution values of a1 and has only
a very small effect on the estimates of a′1/a1 obtained straightforwardly from numer-
ical differentiation of a1. Therefore the estimates of a′1/a1 in figure 11 should be very
accurate, except that in the immediate vicinity of the caustic large discretization errors
may occur due to the singularities at the caustic. Incidentally, the small differences
between a′1/a1 and −1/4x in figure 11 provide evidence that the position of the curved
caustic (from which the values of x were measured) had been located accurately.

From the above discussion it is clear that in the vicinity of a curved caustic, all
terms on the right-hand side of (6.25), except the last and less important term, cannot
be estimated individually, meaning that the strategies described above to estimate
the last term in (7.9) and the term a′2/a2 in (7.12) will fail in general. Even if the
divergence of the action flux in the y-direction and the local rate of change of wave

action are negligible, since the quantities [−(Ux + Cgx1)/σ1]/[(Ux + Cgx2)/σ2], a
′
1/a1

and a′2/a2 cannot be estimated reliably, it is still impossible to estimate a2/a1 through
(7.9) or through (7.10) and (7.12). This situation will certainly become less severe in
the regions far away from the caustic; however in these regions the third term on the
right-hand side of (6.25) can hardly be negligible in the case of a curved caustic, and
in the meantime the one-term approximations given in (7.8), (7.10) and (7.12) and in
the estimates of a′2/a2 may become inappropriate. On the other hand, although the
approximation a2/a1 ≈ 1 can be accurate enough in the immediate vicinity of the
caustic, the estimates of a1 themselves in this region may contain significant errors
due to the fact that a1 and k1 are singular at the caustic. Besides, when the caustic is
curved and the reflected wave field is still solved on a rectangular grid for convenience,
it is often required to determine the boundary conditions of the reflected wave at the
grid points with diverse values of x. As a consequence, the approximation a2/a1 ≈ 1
cannot be applied equally well on these points. Therefore another effort should be
made to avoid the error magnification phenomenon.

Since both a′1/a1 and 1/4x can be estimated accurately and from (6.22a), (6.23) and
(6.15) we have

− iG0

2
√
ψ1x
≈ a′1
a1

+
1

4x
, (7.15)
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Figure 13. Estimates of −iG0(−ψ1)−1/2 by using (7.15) in the simulation of a curved caustic.

the approximation of −iG0(−ψ1)
−1/2 can therefore be estimated reliably from this rela-

tion. By substitution of this value into (7.10), we may finally obtain the approximation
of a2/a1 at each point in the vicinity of the caustic.

In (7.15) the zeroth power of x has been neglected which in (7.12) is completely
cancelled out. This cancellation also occurs to the first power of x in (7.9). Therefore
it seems that the estimates of −iG0(−ψ1)

−1/2 by using (7.15) represent a lower-order
approximation than those by using (7.12), but this is true only if the second and third
terms on the right-hand side of (6.25) are vanishingly small, otherwise the estimates
of a′2/a2 in (7.12) and (4τ0/ψ1)

√
ψ1x in (7.9) using the method described above will

introduce the truncation errors of the zeroth and first powers of x respectively, because
of the use of the one-term asymptotic approximations in this method. Hence, in a
general situation, even without consideration of the error magnification phenomenon,
it is still impossible to achieve the same accuracy as that shown in figures 8 and 9
for a straight caustic, although one may expect that the truncation errors in (7.15)
will decrease if the modulation rates of the current field get progressively smaller.
Nevertheless, even in the present simulation of a curved caustic, since the error
magnification phenomenon has mostly been avoided in the application of (7.15),
the resulting estimates of −iG0(−ψ1)

−1/2 in figure 13 approach a constant far more
satisfactorily than those in figure 10.

Since the true value of −iG0(−ψ1)
−1/2 in figure 13 is unknown, for a comparison

between the numerical and analytical solutions, we also estimated −iG0(−ψ1)
−1/2 by

using (7.15) in the simulation of a straight caustic. The results in figure 14 indicate
that the new estimates of −iG0(−ψ1)

−1/2, though less accurate than those in figure 9,
can fit the analytical solution to within 25%. Therefore, if the true value of a2/a1 at
a certain point is 1.25, then neglect of the exponent in (7.10) produces a relative error
of 20% in a2/a1, but this figure can be reduced to about 5% by an application of the
present theory.

After the approximation of a2/a1 (and therefore a2) at each point in the vicinity of
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Figure 14. Estimates of −iG0(−ψ1)−1/2 by using (7.15) in the simulation of a straight caustic. The
horizontal line represents the analytical solution.

the caustic has been determined, these values and the values of k2 in the same region
obtained earlier can serve as the boundary conditions for calculations of the reflected
wave in the regions away from the caustic. This task is just routine and therefore
requires no elaboration here.

8. The wave profiles near caustics
The algorithm proposed above to estimate the parameters in the present solutions

for a curved moving caustic will leave the parameter Q0 unsolved (since the equation
(7.14) and its approximation (7.15) cannot be applied to the estimates of both Q0

and −iG0(−ψ1)
−1/2); even G0 and ψ1 cannot be determined individually with this

algorithm. For some problems these deficiencies are unimportant as long as the
amplitude (and in some cases, the phase) of the reflected wave can be estimated with
sufficient accuracy. However, in order to clarify the details of the wave profiles in the
immediate vicinity of the caustic which might be intimately related to the abnormally
large waves observed in areas of strong current, as suggested first by Peregrine (1976)
and Smith (1976), it is worthwhile in this section to apply the analytical solutions
derived in § 5 for a straight caustic to the example described by (7.4) and by the
statement above it. The results will then have implications for the case of a curved
moving caustic as the forms of the solutions for both cases are pretty nearly the same.

In figure 15, three instantaneous profiles of the water surface at t = 0 along lines
y = 5.0 m, y = 6.6 m and y = 8.2 m are computed by using the uniform solution (5.1),
(5.5) and (5.6) and the WKBJ solution (5.12), while the properties of the incident and
reflected waves specified explicitly by the latter are illustrated in figure 16. Note that
since the WKBJ solution for x� 0 obtained by replacing Ai (−r) and Ai′ (−r) in (5.5)
with their asymptotic approximations for r large and negative cannot be separated
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Figure 15. The instantaneous profiles of the water surface along lines y = const. in the simulation
of a straight caustic. The solid curves represent the uniform solution, the short-dashed lines the
WKBJ solution, and the long-dashed lines the incident wave component of the latter.
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Figure 16. Variation of wavenumbers, slopes and amplitudes of the incident and reflected waves
in the simulation of a straight caustic.

into two parts corresponding to the incident and reflected waves respectively, the
wave properties in the region x > 0 have not been shown in figure 16.

In figure 15, the WKBJ solution fits the uniform solution very well in the regions
away from the caustic as expected. Even in the immediate vicinity of the caustic,
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Figure 17. Variation of â in the simulation of a straight caustic. The dashed line represents the
absolute magnitude of Ai (−r) (the relation between r and x is given by (5.6a)) multiplied by a
constant to make the resulting quantity equal to â at the caustic x = 0.

the differences between these two solutions in the profiles at the top and bottom of
figure 15 are not so great as one might expect, but this is true only if kyy − n0t ≈
π/2±nπ, n = 0, 1, 2, . . . so that the surface displacement η represented by the real parts
of (5.1) and (5.12) are both approximately equal to zero when x ≈ 0. The differences
between the values of y for the neighbouring profiles in figure 15 were chosen to be
about one quarter of the wavelength in the y-direction |2π/ky| = 6.68 m. However,
the specific values y chosen here are such that at t = 0 and x = 0.96 m (marked by a
broken vertical line in figures 15–17), the surface displacement η reaches the minimum
at y ≈ 5.0 m and the maximum at y ≈ 8.2 m, and the amplitude of this variation is
larger than that along any other line x = const. Therefore figure 15 has shown the
deepest trough and the highest crest in this region. Also we remark that since in the
present case the roles played by the parameters ky and n0 in the solutions for η are
similar to each other, the variation of η with y at a fixed time and a fixed value of x
is analogous to that with time at a fixed position with the same value of x. Thus the
wave profiles in figure 15 can also be interpreted as those occuring at three different
instants but the same location.

The amplitude (denoted by â) of the oscillation of the water surface at any fixed
spatial point, including the blockage point, can easily be determined from the uniform
solution (5.1) as its absolute magnitude. The results shown in figure 17 indicate that
the value of â at x = 0.96 m is indeed larger than that at any other value of x, including
that at the caustic x = 0. Another striking feature of the function â(x) is that the
variation of â itself with x also exhibits oscillatory behaviour, similar to that found
by Tung & Shyu (1992) in the variation (with frequency) of the frequency spectrum
arising from a random wave train encountering an adverse current and reflected by
it. This oscillatory behaviour is simply due to the fact that the incident wave and the
reflected wave have the same observed frequency but different wavenumbers so that
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a superposition of them leads to an enhancement of â at some places but a reduction
of it at others. Thus the largest value of â occurring at x = 0.96 m results from an
enhancement of the amplitude to the highest degree by a superposition of the incident
and reflected waves, each of which at x = 0.96 m has amplitude larger than that at
any other peak in figure 17 according to figure 16. On the other hand, since the
wavenumbers of the incident and reflected waves at x = 0.96 m are not very different
from each other, the configuration of this highest individual wave resulting from a
combination of the incident and reflected waves is not very distinct from a single
progressive sinusoidal wave, as opposed to those waves at other peaks in figure 17,
which as |x| increases, have more and more the features of a short wave riding on a
long wave (see figure 15). As a result, the profiles at the bottom of figure 15 exhibit
a deep trough at x = 0.96 m, which associated with the subsequently arrived crest
shown in the profiles at the top of figure 15 coincides with the description of freak
waves given by Mallory (1974) as having a steeper forward face preceded by a deep
trough, or ‘hole in the sea’. These waves if high enough will present a special hazard
to shipping as explained by Mallory (1974), Smith (1976) and White & Fornberg
(1998).

The situation that â(x) features oscillatory behaviour and its highest peak is also the
one closest to the caustic can also be attributed mathematically to the characteristics
of the Airy function Ai (−r) occurring in the uniform solutions. This is because in
the vicinity of the caustic, the coefficient C0 of the term Ai′ (−r) in (5.5) and in
(6.6), which is mainly responsible for the amplitude of the reflected wave not being
equal to that of the incident wave (see (5.6) and (6.8) and recall that a2/a1 = 1 if∫ x

0
G/H1/2 dx = 0), is smaller than the coefficient A0 of Ai (−r) (for a more detailed

and rigorous analysis of the orders of magnitude of these two terms, see Smith 1975
and Trulsen & Mei 1993). This and the fact that the coefficient A0 and the factor
exp {− ∫ x

0
Q/2 dx} in (5.1) and in (6.5) vary with x only slowly ensure that even in

the case of a curved moving caustic, the chief features of Ai (−r) which also shown
in figure 17, can be retained in the distribution of â in the vicinity of the caustic.
Thus in cases of both a straight and a curved moving caustic with all possible values
of H , G and Q, the highest peak of â(x) will always occur at a nearly fixed value
of r which is dimensionless and is allied to the quantity kx2 − kx1 through (6.7) and
(6.9). Therefore, it is likely that the situation described in the preceding paragraph is
general, so that in storm conditions, if this situation is not completely obscured by
the finite-amplitude effects, freak waves will always occur in the caustic regions, as
suggested first by Peregrine (1976) and Smith (1976).

9. Conclusions
When short deep-water gravity waves propagate obliquely upon a steady unidirec-

tional irrotational current and are reflected by it, a second-order ordinary differential
equation for the surface displacement of the short waves is derived from the Laplace
equation and the kinematical and dynamical boundary conditions. This equation takes
the same form as that derived by Shyu & Phillips (1990), although the expressions
for the Class 2 terms in the coefficients of the present equation are much more com-
plicated than those in Shyu & Phillips (1990). The regularity of this equation at the
caustic is demonstrated and its uniform asymptotic solution and the corresponding
WKBJ solution are subsequently derived. The satisfaction of the action conservation
principle by this WKBJ solution at every point including the caustic has also been
proved elsewhere.
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Except for the expressions for the Class 2 terms, Shyu & Phillips’ (1990) solutions
and the present solutions take the forms valid even for waves in an intermediate-depth
region and near a curved moving caustic induced by an unsteady multidirectional
irrotational current. This suggestion is verified in a curvilinear coordinate system
from considerations of the dispersion relation and the action conservation equation
which themselves have been deduced by Smith (1975) in the vicinity of the caustic in
exactly the same situation. In this general situation, the Class 2 term in the solutions
which is responsible for the amplitude of the reflected wave being unequal to that
of the incident wave in the vicinity of the caustic, can be estimated in a numerical
calculation. The algorithm for this estimation is developed and tested in the numerical
simulations of a straight and a curved caustic, but its validity in the case of a moving
caustic is also obvious. The results of these simulations indicate that for a curved
caustic, while the errors due to misalignment of the coordinate lines are magnified
very seriously in the previous estimates of the amplitude of the reflected wave in the
vicinity of the caustic from a consideration of the action conservation principle, this
situation can be improved significantly by using the present algorithm.

The cause of the error magnification phenomenon is that when the component (such
as Ux+Cgx1 in (7.9)) of a vector involved in the application of the action conservation
principle to estimate a2/a1 is much smaller than another component of this vector in
the vicinity of the caustic, very slight misalignment of the curvilinear coordinate lines
will produce large percentage changes in this small component and consequently in
the estimates of a2/a1. This situation can be avoided in the application of (7.15) to
estimate the Class 2 term −iG0(−ψ1)

−1/2 and eventually the values of a2/a1 in the
vicinity of the caustic by using (7.10), because in this region a′1 ≡ ∂a1/∂x � ∂a1/∂y
and the values of x can be measured accurately.

The forms of the present solutions, while providing an alternative to estimating
numerically the values of a2/a1 in the vicinity of the caustic, also give an indication as
to what the wave profiles look like in this region in a general situation. From the forms
of these solutions and on a consideration of the characteristics of their parameters, it
is apparent that the highest wave will always occur at a short distance from the caustic
and possess a configuration similar to a single progressive sinusoidal wave instead of
having the features of a short wave riding on a long wave. Consequently, in storm
conditions, this individual wave results in a deep trough preceding a steeper forward
face, which is consistent with the description of freak waves given by Mallory (1974).
The exact configuration and location of this highest individual wave will surely be
subject to modification by the nonlinear effects, but according to Smith (1976) and
Peregrine & Smith (1979), its near-linear solution resembling the linear Airy function
solution with a marked shift of the phase and an enhancement of the asymmetry
of the wave profile, can be stable. For a discussion of the finite-amplitude solutions
rather than near-linear solutions, reference should be made to Peregrine & Thomas
(1979).
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